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Abstract  

Eduinformatics, a new term coined by us, is a field that combines education and informatics, and 

novel techniques will need to be developed for this field. Earlier, we developed a new 

visualization method to visualize the curriculum of Kobe Tokiwa University using 

multidimensional scaling (MDS) and a scatter plot. In this study, our focus is on methods to 

analyze the relationships between answers to questions in eduinformatics questionnaires. MDS 

methods are very useful, but have limitations in that their results are difficult to interpret. To 

facilitate the interpretation of these results, we develop a new visualization method using a 

network with both parametric and non-parametric correlation coefficients with a threshold 

(VNCC). VNCC has nine steps. We apply the VNCC method to research on nursing education, 

and provide an example of the visualization of the result. VNCC methods will be useful in 

dealing with qualitative research in eduinformatics. 
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1. Introduction  

In recent years, in the field of artificial intelligence (AI), machine learning and deep 

learning have made rapid progress. Furthermore, the new field of “data science” is expanding 

owing to the increase in the amount of data. Since 2011, in the fields of higher education, new 

fields called “learning analytics” have emerged.  

We believe that the current environment surrounding higher education is similar to an 

older era of life science. After the emergence of bioinformatics, life science became more 

evidence-based, emphasizing collaboration between biology and informatics. There are 

indications that a similar revolution, wherein research and data analysis play a crucial role, is set 

to take place in the field of education as well. Members of our team specialize in different fields 

such as higher education, nursing, mathematics, bioinformatics, and social welfare. Therefore, 
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we can collaborate and apply new methods that are suitable for education. Recently, we have 

also encouraged collaboration between many researchers in Kobe Tokiwa University. Their 

research interests lie in interdisciplinary fields. Further, increasing the abstraction degree to six 

groups, we unite our research to come up with a novel concept. We named the concept 

“eduinformatics,” that is, a combination of education and informatics. Eduinformatics connects 

the artistic and scientific fields (Figure 1). Artistic fields involve education, i.e. teaching and 

learning, while scientific fields involve institutional research, statistics, machine learning, 

evidence-based research, and informatics. Eduinformatics applies scientific analysis to 

education. Based on our research, we believe that eduinformatics for higher education will lead 

to a higher quality of higher education. 

 

Figure 1: Concept of Eduinformatics: Eduinformatics combines artistic and scientific 

disciplines. Scientific disciplines involve institutional research, statistics, machine learning, 

evidence-based research, and informatics. Artistic disciplines involve teaching and learning. 

This figure is referred from the article by Takamatsu, Murakami, Kirimura, et al., 2018. 
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Methods such as conventional association analysis, crosstab analysis, factor analysis, 

cluster analysis, logistic regression analysis, linear regression analysis, principal component 

analysis, and independence tests are used to examine relationships among data. In this study, our 

focus is on dealing with the relationships between results of questions asked in a questionnaire. 

Conventionally, correlation coefficients are expressed in the form of a table, or more precisely, a 

correlation matrix. There are two kinds of correlation coefficients. The first is the well-known 

Pearson's correlation coefficient (r) in parametric analysis. The second is Spearman's rank 

correlation coefficient (ρ) in nonparametric analysis. Even though there is a difference between 

parametric and nonparametric coefficients, their basic concept is the same.  

The definition of the parametric Pearson correlation coefficient is as follows: 

      (1) 

 

By extending the concept, the correlation coefficient can be regarded as the angle 

(cosine) between two vectors in a general vector space. That is, the correlation coefficient 

coincides with the concept of the cosine function. In fact, this is trivial because the minimum and 

maximum values of the correlation coefficient coincide with the minimum (−1) and maximum 

(1) values of the cosine function, respectively. The cosine function (correlation coefficient) is 

easier to calculate than the Kullback–Leibler divergence, which was developed in 1951. It is 

used to strictly compare two distributions (Kullback & Leibler, 1951). 

When P and Q are discrete probability distributions, the Kullback–Leibler divergence is 

defined as follows: 

 (2) 

 

Moreover, when P and Q are continuous probability distributions, the divergence is 

defined as follows: 
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    (3) 

 

The correlation coefficient, the angle (cosine) between two vectors in a vector space, and 

the Kullback–Leibler divergence are unlikely to satisfy the distance axioms in a general 

mathematical sense (non-negative, non-degradability, symmetry, and triangular inequality). 

When any x, y, z belonging to set X satisfy the following four arbitrary conditions against two 

real variable functions d: X × X → R defined on set X, d is referred to as distance and (X, d) is 

referred to as the distance space. 

(1) non-negative: d(x, y) ≥ 0 

(2) non-degradability: x = y ⇒ d(x, y) = 0 

(3) symmetry: d(x, y) = d(y, x), 

(4) triangular inequality: d(x, y) + d(y, z) ≥ d(x, z) 

The correlation coefficient and cosine function can be negative because their minimum 

value is −1, and the Kullback–Leibler divergence is not symmetric (exchange rule or 

exchangeable). Thus, the correlation coefficient and Kullback–Leibler divergence are not 

distances. 

Therefore, when practically performing the visualization method (described later), it is 

necessary to map the correlation coefficient and Kullback–Leibler divergence to the distance 

space. 

The non-negativity of the correlation coefficient can be ensured by subtracting it from 1, 

and it can be mapped to the distance space. In this case, the maximum and minimum values of 

the correlation coefficient will become 2 and 1, respectively. As non-degradability, symmetry, 

and triangular inequality are already established, the value obtained by subtracting the 

correlation coefficient from 1 satisfies the distance axioms. 

In addition, the Kullback–Leibler divergence can be mapped to the distance space by 

converting it to the symmetrical Jensen–Shannon divergence. The Jensen–Shannon divergence is 

defined using the Kullback–Leibler divergence as follows: 
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 (4) 

 

As can be seen from the definition, the Jensen–Shannon divergence clearly ensures 

symmetry; thus, it can be mapped to the distance space. 

Conventionally, a correlation matrix has been visualized by mapping the correlation 

coefficient to a distance space and then reducing the dimension of the distance to a low 

dimension (i.e. two dimensions). The reason for mapping to the distance space is that it is not 

possible to mathematically reduce the dimension unless it is in the distance space. Reducing a 

dimension broadly implies that a point group distributed in an ultra-high-dimensional space is 

mapped to a low-dimensional space while maintaining the distance relation with each element at 

high probability. 

The methods of reducing dimensions can generally be classified into two types, i.e., 

linear and nonlinear. Linear dimensionality reduction methods have been used for a long time. 

They include random projection (Bingham, Bingham, Mannila, & Mannila, 2001), principal 

component analysis (Pearson, 1901), and linear discriminant analysis (Fisher, 1936). However, 

nonlinear dimensionality reduction methods have only been developed since 2000. A few 

examples of these methods are Isomap (Tenenbaum, De Silva, & Langford, 2000), locally linear 

embedding (Roweis & Saul, 2000), modified locally linear embedding (Zhang & Wang, 2006), 

Hessian eigenmapping (Donoho & Grimes, 2003), local tangent space alignment (Zhang & Zha, 

2004), multidimensional scaling (MDS) (Kruskal, 1964), and t-distributed stochastic neighbor 

embedding (t-SNE) (Van Der Maaten & Hinton, 2008). Recently t-SNE method used in biology 

(Karaiskos et al., 2017). 

In most cases, the (x, y) component obtained through dimensionality reduction is 

visualized using a scatter plot, which was developed by John Herschel in the 18
th

 century. In this 

case, it is difficult to understand the meaning of the x and y axes. For simplicity, the x and y axes 

are images corresponding to the first and second axes of principal component analysis, 

respectively. To be precise, the x and y axes are derived through calculation when dimensionality 

is reduced mathematically. Therefore, it is considerably difficult for a person who does not 

understand the details of dimensionality reduction to accurately understand a visualized figure. 
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Furthermore, when dimensions are reduced, the distance in the high-dimensional space is 

reduced; thus, we must consider the loss of information volume. In addition, it should be noted 

that in the case of nonlinear dimensionally compressed t-SNE, it is unknown how the distance 

between two elements in two dimensions should be interpreted. If distance between two elements 

is low in two dimensions, it seems likely that there is a relationship between the two elements; 

however, this is mathematically incorrect. Furthermore, the closeness between grouped members 

can be understood from a figure visualized in two dimensions; however, it is difficult to 

comprehend the closeness if the elements are closer to each other in the original higher 

dimension as compared to in the figure visualized in two dimensions. 

Clustering must be performed to find the distance between groups. Clustering involves 

decomposing a set of classification objects into subsets based on a certain rule. In general, 

clustering can be broadly divided into hierarchical and nonhierarchical methods. 

Hierarchical methods include the nearest neighbor method (single linkage method), 

furthest neighbor method (complete linkage method), group average method, and Ward's 

method. Nonhierarchical methods include the k-means method (k average method). 

It is necessary to visualize the results of clustering. For example, hierarchical clustering 

results are visualized using a phylogenetic tree in biology and a heat map in gene expression 

analysis. In this case, unlike the visualization of the dimensionality reduction methods described 

above, it is difficult to interpret results unless the visualization method and clustering method are 

known. 

Therefore, in order to investigate the relationship between data, we have developed a new 

analysis method, which is referred to as the “visualization using network with parametric and 

nonparametric correlation coefficients (VNCC)” method. 

As a method for visualizing a group of correlation coefficients, the VNCC method 

performs visualization using a network without a scatter plot or conventional dimensionality 

reduction and clustering. 

2. VNCC Method, an Example, and Discussion 

2.1 Research Objective 

 In the VNCC method, visualization is performed not through dimensionality reduction 

and clustering, but using the correlation matrix itself. Only correlation coefficients in a 

correlation matrix with a p value lower than the significance level are strongly correlated. The 
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VNCC method is a new analytical method that classifies elements as a weak correlation and 

visualizes it using a network. 

2.2 VNCC Methods 

The theory of networks is mathematically referred to as graph theory, and Euler’s 

(Leonhard Euler) solution of the "problem of Konigsberg" in the 18
th

 century was regarded as 

one of its origins. In addition, it is known that graph theory was developed in applied 

mathematics in the mid-20
th

 century. The "small-world" network proposed by Watts and Strogatz 

is the first application of graph theory to complex networks (Watts & Strogatz, 1998). Since 

then, it has been applied in various fields including complex networks. 

In particular, in the field of life science, Cytoscape (Shannon, Markiel, Ozier, et al., 

2003), which is a network visualization tool developed for the analysis of PPI, is being used in 

fields other than science.  

We have developed a new method to visualize the curriculum of Kobe Tokiwa university  

(Takamatsu, Murakami, Lim, et al., 2017) (Takamatsu, Murakami, Kirimura, et al., 2017). 

First, cosine similarity was calculated based on the text information of the syllabus, the 

dimension of distance between each text was reduced using the MDS method, and a scatter plot 

was combined and visualized (Takamatsu, Murakami, Lim, et al., 2017). However, the 

visualization differed from the actual curriculum map in a few cases. Hence, we developed a new 

method of visualizing the curriculum, which combines the cosine similarity between subjects 

based on the distribution of "Tokiwa competencies" described in the syllabus from this year. 

Then, the dimension was reduced using the MDS method, and a scatter plot was created 

(Takamatsu, Murakami, Kirimura, et al., 2017). 

In this study, first, the cosine similarity between subjects was calculated based on the 

distribution of "Tokiwa competencies." The cosine similarity is defined as follows: 

 

      ⃗⃗⃗   ⃗    
 ⃗   ⃗ 

| ⃗ || ⃗ |
 

∑     
| |
   

√∑   
 | |

    √∑   
 | |

   

       

 

Next, the obtained cosine similarity was subtracted from 1, and a forty-dimensional 

distance matrix mapped to the distance space was calculated. Then, we reduced the dimension to 

2 using the MDS method. Next, visualization was carried out using a scatter plot. 

(5) 
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We attempted to visualize the network presented in Figure 3 in the paper by (Takamatsu, 

Murakami, Kirimura, et al., 2017). However, as all elements (members) appear in the figure, the 

network becomes extremely complicated, and the visualization is not good compared to the 

visualization performed using the MDS method. 

In this study, we could reduce the original members by the p value first, and it was 

possible to establish a certain threshold with the following three criteria: strong correlation, 

correlated, and weak correlation. Therefore, unlike the abovementioned paper, the original 

number was restricted and the dimension was reduced by matching the strength of the correlation 

with the thickness of the edge (line). Dimensionality reduction was possible using the p value 

and threshold, and thus, an appropriate visualization could be obtained. 

Furthermore, the primary advantage of the VNCC method is that we can easily 

understand results. As mentioned above, it is difficult to understand visualization performed 

through dimensionality reduction or clustering. With the development of the VNCC method, the 

results obtained in this research as an example have made it possible to intuitively understand the 

connection (i.e., correlation) between all items. 

We have earlier performed research on nursing education. We now present the result of 

this study, using the VNCC method. In the study, we distributed a questionnaire comprising 

seventeen items amongst students who had graduated from a nursing course. In this case, we 

obtained 17C2=136 correlation coefficients between all items. Whole items are on the nominal 

scale or ordinal scale. Using the VNCC method, we obtain the result shown in Figure 2. In this 

figure, we have reduced 136 correlation coefficients to 32 correlation coefficients and 17 items 

to 16 items by threshold of p value. It can be seen that the results of the VNCC method are 

intuitively more comprehensible than those of the MDS or clustering methods.  
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Figure 2: Example of result using VNCC method.  

This figure is referred from the article by Shoji, Ozaki, Sasao, et al., 2018. 

 

3. Conclusion 

In this study, we use both parametric and nonparametric correlation coefficients 

simultaneously to draw a figure using network analysis. However, it was unclear whether the 

scale from −1 to 1 is the same between parametric and nonparametric correlation coefficients. In 

future, we will investigate the relationship between parametric and nonparametric correlation 

coefficients. When the scale from −1 to 1 is different between parametric and nonparametric 

correlation coefficients, it would be better to use only nonparametric correlation coefficients, 

instead of using both parametric and nonparametric correlation coefficients. VNCC methods will 

be useful in dealing with qualitative research in eduinformatics (Shoji, Ozaki, Sasao, et al., 2018; 

Hama, Takamatsu, Nakata, & Adachi, 2018). 
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